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Abstract
This paper introduces a new Universal Dependencies treebank for the Tatar language named NMCTT. A significant feature
of the corpus is that it includes code-switching (CS) information at a morpheme level, given the fact that Tatar texts contain
intra-word CS between Tatar and Russian. We first outline NMCTT with a focus on differences from other treebanks of Turkic
languages. Then, to evaluate the merit of the CS annotation, this study concisely reports the results of a language identification
task implemented with Conditional Random Fields that considers POS tag information, which is readily available in treebanks
in the CoNLL-U format. Experimenting on NMCTT and the Turkish-German CS treebank (SAGT), we demonstrate that the
proposed annotation scheme introduced in NMCTT can improve the performance of the subword-level language identification.
This annotation scheme for CS is not only universally applicable to languages with CS, but also shows a possibility to employ
morphosyntactic information for CS-related downstream tasks.
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1. Introduction
Globalization and the digital revolution affect the
world’s languages in a two-fold manner. On one side,
except for a handful of languages with a prominent in-
ternational status, no languages are immune to the mul-
tilingualism, diglossia, and language shift to a majority
language. In such a linguistic community, it is common
to find these languages mixed within a single discourse.
This linguistic phenomenon is called code-switching
(CS). On the other hand, the information society en-
ables us to access data of low-resource languages more
easily. This situation coincides with the recent trend
of multilingual and low-resource natural language pro-
cessing (NLP) and their applications. Universal Depen-
dencies (UD) (Nivre et al., 2020) is one of such projects
that aims to create multilingual annotated corpora with
universal rules and labels.
Following this momentum, this paper provides two
main contributions: (1) it introduces the NAIST Mul-
tilingual Corpus Tatar (NMCTT1), and (2) validates
the benefits of NMCTT’s CS segmentation annotation.
NMCTT is the first annotated corpus for the Tatar lan-
guage. The innovative characteristic of the corpus is
that language code information is explicitly annotated
for each word, and CS segments and corresponding
language codes are added if CS occurs within a word,
which we call intra-word CS in this paper. For the eval-
uation of the usefulness of incorporating intra-word CS
in UD, we conduct simple experiments of character-
level tagging for both span prediction and language
identification on Tatar–Russian and Turkish–German
data. Leveraging the part-of-speech (POS) tag informa-
tion which is readily available in the CoNLL-U format,

1TT is from tt, the ISO 639-1 language code for Tatar.

we show that combining UD’s linguistic information
and CS annotation has the potential to improve the per-
formance of segment-level language classification. In
doing so, we encourage the annotation of language tags
in treebanks of languages with CS.

1.1. Tatar: Linguistic Background

The Tatar language, a language categorized in the
Kipchak (Northwestern) language group of the Turkic
language family, is chiefly spoken in the Republic of
Tatarstan, Russia. Kazakh, Kyrgyz, and Bashkir are
other notable languages that fall into the same language
group. Tatar is reported to have more than 5 million
speakers (Eberhard et al., 2021), most of which are
bilingual with Russian. However, the bilingualism is
asymmetric; that is, while the Tatars communicate in
Tatar and Russian, the Russians typically speak only in
Russian (Safina, 2020). This asymmetry leads to fre-
quent CS with, and gradual language shift to, Russian,
leaving Tatar less resourced.

The canonical word order of Tatar is Subject-Object-
Verb, and adjectival modifiers precede the modified
nouns, i.e., head-final. It is a typical agglutinative
language, and nominal case and verbal inflection are
marked by suffixes.

Most modern Tatar texts are written in the Cyril-
lic script with some extensions to express phonemes
unique to Tatar. The language can also be written in
the Latin script, and the Latin orthography is mainly
used among diaspora communities in Turkey and Fin-
land. The linguistic examples from Tatar in this paper
employ the Latin alphabet for convenience.



ID FORM LEMMA UPOS FEATS HEAD DEPREL MISC
1 Татарстанда Татарстан PROPN Case=Loc|Number=Sing 5 obl LangID=TT
2 коронавирустан коронавирус NOUN Case=Abl|Number=Sing 4 nmod CSPoint=коронавирус§тан|LangID=MIXED[RU§TT]
3 беренче беренче ADJ 4 amod LangID=TT
4 прививканы прививка NOUN Case=Acc|Number=Sing 5 obj CSPoint=прививка§ны|LangID=MIXED[RU§TT]
5 ясатырга яса VERB VerbForm=Inf|Voice=Cau 0 root LangID=TT
6 мөмкин мөмкин AUX 5 aux LangID=TT|SpaceAfter=No
7 . . PUNCT 5 punct LangID=OTHER

Table 1: An example of annotation with CS information. Note that the optional columns XPOS and DEPS are omitted
as they are left blank in NMCTT. The free translation of the original sentence is “The first dose for coronavirus
will be available in Tatarstan.”

Татарстанда
PROPN

Tatarstan-LOC

коронавирустан
NOUN

coronavirus-ABL

беренче
ADJ
first

прививканы
NOUN

vaccination-ACC

ясатырга
VERB

make-CAU-INF

мөмкин
AUX

possible

.
PUNCT

root
obl

nmod

amod obj aux

punct

Figure 1: Dependency tree of Table 1 with morphological information.

1.2. Intra-Word Code-Switching
CS is broadly defined as “the alternative use by bilin-
guals of two or more languages in the same conversa-
tion” (Alvanoudi, 2017). When a minority language’s
morphology more or less has grammatical declension
and inflection, CS can occur inside a word. Although
intra-word CS is commonly found in minority language
varieties, it is not easy to collect their text data, because
intra-word CS is often a colloquial phenomenon and is
not written down. The word in (1) is an example of
intra-word CS in Tatar.2 The noun privivka is a Russian
word meaning “vaccination”, and it takes an accusative
case-marking suffix -nı.

(1) privivka -nı
RU -TT
vaccination-ACC

One may well see this sort of CS as mere loanwords,
but in NMCTT we categorize them as a subset of CS
for the following three reasons. First, these Russian
words mixed in Tatar are typically pronounced with
the Russian phonology (Burbiel, 2018), whereas loan-
words are more or less incorporated in the phonology
of the receiving language (Kang, 2011). Second, the
use of Russian words depends on the speaker’s pref-
erence and knowledge of and attitude toward the two
languages as well as on other social factors (Burbiel,
2018). This tendency conforms with the characteristics
of CS, which constitutes “a contact-induced speech be-
havior that occurs extensively in the talk of bilinguals”
in contrast to borrowing that constitutes “a completed
contact-induced change” (Alvanoudi, 2017). Third,
handling these words as CS has benefits in other ap-
plications of text processing such as a transliteration

2Following the convention of linguistics, the text is
transliterated into Latin Tatar.

task. Tatar and Russian are transliterated into Latin
characters differently. For this reason, it is practically
more convenient to annotate them as Russian that is
code-switched from Tatar rather than as loanwords in-
tegrated in Tatar. Therefore, this study treats them as
(intra-word) CS.

2. Related Work
Code-switching and language resources. Recent
spotlight on CS has brought several annotated corpora
of various CS language pairs. SEAME (Lyu et al.,
2010) and the Mandarin–English code-switching cor-
pus (Li et al., 2012) are some of the first CS resources
for computational linguistics.
UD Turkish-German SAGT (Çetinoğlu, 2016) is an-
other treebank that handles CS texts and explicitly
annotates a language tag and CS segmentation. UD
Hindi-English HIENCS (Bhat et al., 2018) is a corpus
of tweets involving Hindi-English CS, but CS occurs
on the word level (i.e., not within a word). Tagalog is
also a language known to have CS with English espe-
cially in its colloquial variety, but the two Tagalog tree-
banks available on UD, TRG (Samson et al., 2020) and
Ugnayan (Aquino, 2020), do not contain any explicit
annotation marking CS.
There are several language resources of Tatar, such
as the Corpus of Written Tatar (Saykhunov et al.,
2021) with ∼356 million tokens and the Tatar National
Corpus (Suleimanov et al., 2013) with ∼180 million
tokens. Although these corpora contain POS and
morphological information linked with the text, it is
automatically generated through a rule-based tagging.
Therefore, at the time of writing, there is no manually
annotated treebank of Tatar, let alone on UD.

Available Turkic UD treebanks. From the Turkic
language family excluding Tatar and high-resource



Turkish, the present UD v2.9 contains Kazakh KTB
(Makazhanov et al., 2015; Tyers and Washington,
2015) with 10,383 tokens, Old Turkish Tonqq (Derin
and Harada, 2021) with 221 tokens, Uyghur UDT (Eli
et al., 2016) with 40,236 tokens, and Yakut YKTDT
(Merzhevich and Gerardi, 2021) with 271 tokens. Ex-
cept for Turkish UD treebanks that contain 733K to-
kens in total, Turkic languages in UD are overall low-
resourced.
Colloquial Kazakh also has CS similar to Tatar, but the
Kazakh KTB treebank is based on formal written texts
that do not contain CS, and therefore does not consider
language tagging.

Language processing for CS. Though not much work
has been done on computational approaches to CS rela-
tive to how common CS is in the world, one of the ear-
liest studies on the topic is Joshi (1982) which inves-
tigated CS between Marathi and English. Early work
on identifying segmental points where languages are
switched is Solorio and Liu (2008), where the model
was trained to learn to predict natural CS points. Anas-
tasopoulos et al. (2018) conducted research on a POS
tagging task for Griko, a language with token-level CS
to Italian. Exploiting additional grammatical informa-
tion for a tagging task is discussed in Silfverberg et al.
(2014).
More recent work includes intra-word CS where lan-
guage codes may switch at a morpheme level, par-
ticularly found in morphologically rich languages.
Intra-word CS language identification by Mager et al.
(2019) employs Segmentation Recurrent Neural Net-
work (SegRNN) (Lu et al., 2016) to test on CS texts
in the language pairs of German–Turkish and Spanish–
Wixarika, a Uto-Aztecan language indigenous to Mex-
ico. Sabty et al. (2021) also uses SegRNN for the lan-
guage identification task of Arabic–English CS texts.
Taguchi et al. (2021) is a work on transliteration
from Cyrillic Tatar to Latin Tatar combining subword-
level language identification; however, the subword to-
kenization is fully done by Byte-Pair Encoding (BPE).

3. Overview of the Tatar Universal
Dependencies

This section outlines the feature of NMCTT with an
emphasis on the comparison with other treebanks of
Turkic languages. The policies of the annotation by
and large follow the guideline proposed in Tyers et al.
(2017). An exemplary annotation is shown in Figure 1
as well as its dependency tree in Figure 1.

3.1. Text
The raw text is obtained from the Tatar language ver-
sion of Tatar-Inform,3 an online news media actively
posting articles in Tatar and Russian.
Note that, upon the use of the news text, it is necessary
to attach a hyperlink to the original news article, as stip-

3https://tatar-inform.tatar.

ulated in the Russian federal law. In the treebank, the
source link of each sentence is explicitly shown in the
metadata row starting from # link =.

3.2. Tokenization and Word Segmentation
We obtained tokens by splitting at spaces and punctu-
ation. UD Turkish-German SAGT employs a slightly
more fine-grained approach to tokenizing sentences.
For example, the Turkish locative adjectivizer suffix -
ki is attached to the preceding element directly in the
Turkish orthography, and SAGT further tokenizes them
as different tokens. An example of the usage of -ki and
the corresponding morpheme in Tatar -ğı/ge (-qı/ke) are
illustrated in phrases (2) and (3).4 The contrast is ap-
parent in Tables 2 and 3. While NMCTT treats Berlin-
da-ğı (“in Berlin”) as one token, SAGT detaches -ki of
Berlin’-de-ki and treats ki as an adposition.

(2) Berlin’-de-ki ev (Turkish)
Berlin-LOC-ADJVZ house
“A house in Berlin”

(3) Berlin-da-ǧı öy (Tatar)
Berlin-LOC-ADJVZ house
“A house in Berlin”

ID FORM LEMMA UPOS
1-2 Berlin’deki
1 Berlin’de Berlin PROPN
2 ki ki ADP

Table 2: Tokenization and tags in SAGT.

ID FORM LEMMA UPOS
1 Берлиндагы Берлин PROPN

Table 3: Tokenization and tags in NMCTT (transliter-
ated).

The first motivation to tokenize text simply by spaces
and punctuation is that it will ensure more accurate au-
tomatic tokenization than splitting inside a word. The
second motivation, at least in Tatar, is that the mor-
pheme -ğı/ge (-qı/ke) corresponding to Turkish -ki is
often treated as a derivational suffix to form a relational
adjective (Burbiel, 2018) rather than an independent
word or a clitic. Therefore, it is unnatural to tokenize it
as a separate word that bears a POS tag.

3.3. Parts-of-speech
The statistics of the Universal POS (UPOS) tags are
summarized in Table 4. Of all the UPOS tags, INTJ (in-
terjection), PART (particle), SYM (symbol), and X (other)

4See Appendix for glossing abbreviations. Note that -ki in
Turkish and -ğı/ge (-qı/ke) in Tatar have several morphosyn-
tactic properties, and ADJVZ “adjectivizer suffix” is a tenta-
tive glossing that by and large covers their properties.

https://tatar-inform.tatar


Class UPOS Total Russian Mixed

Open

NOUN 413 21 62
PROPN 79 34 8
VERB 169 0 1
ADJ 117 8 0

Closed

AUX 18 0 0
DET 9 0 0
ADV 40 0 0
SCONJ 8 0 0
ADP 35 0 0
CCONJ 26 0 0
PRON 26 0 0
NUM 12 0 0

Other PUNCT 167 0 0

Table 4: The distribution of UPOS tags in the treebank
with respect to language code. The first column spec-
ifies whether the UPOS tag is an open class or a closed
class.

do not appear in the present NMCTT. The use of PART
is explicitly avoided as the UD guideline notes that “the
PART tag should be used restrictively and only when
no other tag is possible”.5 Other unattested UPOS tags
might appear in additional texts in the future. Table
4 also demonstrates the disproportional distribution of
CS in each POS tag. While open class words, such as
NOUN and PROPN, contain several cases of CS to Rus-
sian, closed class words only appear in Tatar. This sort
of distributional tendency of CS has often been empir-
ically reported such as in Joshi (1982). We will return
to this point in Section 4.

3.4. Morphology
The morphological features (e.g., in the FEATS col-
umn in Figure 1) in NMCTT are designed to be cor-
respondent with morphological inflection as uniquely
as possible. An example that reflects this policy well
is the treatment of converbs. A converb is a non-finite
verb form whose main function is to mark adverbial
subordination (Haspelmath, 1995). In UD, converb is
loosely defined as “a non-finite verb form that shares
properties of verbs and adverbs.”6 Turkic languages
are commonly known to have several converbs (Johan-
son, 2021). In Tatar, for instance, boldfaced converbs
in sentences (4)–(7) are contrasted in the aspect. The
suffix -(ı̈/e)p exemplified in (4) is a generic kind of
converb used to denote consecutive or simultaneous ac-
tions and states. The suffix -a/ä (-ı̈y/i) in (5) composes
a converb of simultaneous action or state. (6) shows
a case of converb suffix -ğaç/gäç that means the ac-
tion precedes the action expressed by the main predi-
cate. The fourth suffix -ğançı/-gänçe, in contrast, ex-
presses an action or state that happens after the event

5https://universaldependencies.org/u/pos/PART.
html

6https://universaldependencies.org/u/feat/
VerbForm.html

of the main predicate. To distinguish these functionally
different converbs, NMCTT is designed to have differ-
ent morphological annotations in the FEATS column for
each of these converb suffixes.

(4) ul aşa-p utır-a.
he eat-CVB sit-PRS.3
“S/he is sitting and eating.” (manner)
VerbForm=Conv

(5) aşı-y aşı-y öy-gä qayt-tı.
eat-CVB.PROG = house-DAT return-PST.3
“(S/he) went home while eating.” (simultaneity)
Aspect=Prog|VerbForm=Conv

(6) aşa-ğaç öy-gä qayt-tı.
eat-CVB.PF house-DAT return-PST.3
“(S/he) went home after eating.” (prior event)
Aspect=Perf|VerbForm=Conv

(7) tuy-ğançı aşa-dı.
become.full-CVB.IMPF eat-PST.3
“He ate till he became full.” (posterior event)
Aspect=Imp|VerbForm=Conv

The annotation of converbs differs to a great extent
among the treebanks of the Turkic languages, in par-
ticular of Turkish, as shown in Table 5. The treebank
that shares the similar spirit to ours is Uyghur UDT (Eli
et al., 2016).

3.5. Syntactic Dependency
Syntactic trees often differ in shape and branching
among modern linguistic theories. However, following
the gist of UD that pursues the unified format and rules
for describing dependency, we tried to avoid innovative
usage of dependency tags in NMCTT, and conformed
to the guidelines for Turkic languages proposed by Ty-
ers et al. (2017) as well as conventions in other existing
UD treebanks.7

3.5.1. Nominal Arguments: nsubj, obj, obl
In UD, there are three grammatical relations of nominal
arguments to a predicate: nsubj for a nominal subject,
obj for a direct object, and obl for other non-core ar-
guments. These notions are compatible with Lexical
Functional Grammar (LFG) (Dalrymple, 2001).
For example, non-core arguments in sentence (8) are
parsed with obl dependency relation as in Figure 2.

(8) bala uram-da at-qa alma bir-ä
child street-LOC horse-DAT apple give-PRS.3
“A child gives an apple to the horse on the street.”

7The detailed list of tags used in NMCTT and
their statistics are summarized on the UD website:
https://universaldependencies.org/treebanks/
tt nmctt/index.html.

https://universaldependencies.org/u/pos/PART.html
https://universaldependencies.org/u/pos/PART.html
https://universaldependencies.org/u/feat/VerbForm.html
https://universaldependencies.org/u/feat/VerbForm.html
https://universaldependencies.org/treebanks/tt_nmctt/index.html
https://universaldependencies.org/treebanks/tt_nmctt/index.html


Language Treebank POS VerbForm=Conv Conv distinction
Tatar NMCTT VERB correct yes

Turkish

FrameNet ADV NA no
GB VERB correct no
Kenet ADV incorrect no
Penn ADV incorrect no
Tourism ADV incorrect no
Atis ADV incorrect no
BOUN VERB incorrect yes
PUD ADV incorrect yes
IMST VERB correct no

Turkish German SAGT VERB correct no
Kazakh KTB VERB correct yes
Uyghur UDT VERB correct yes

Table 5: Comparison of the annotation for converbs in Turkic treebanks. The values in the column
“VerbForm=Conv” summarizes whether the corpus annotates converbs as VerbForm=Conv correctly; if the feature
is not used at all, the value is NA. The column “Conv distinction” shows whether functionally different converbs
are distinguished in morphological features. Yakut and Old Turkish are not included because the converb is not
attested or left unannotated in the corpora.

бала урамда атка алма бирә

root

obj

obl

obl

nsubj

Figure 2: Dependency parsing of (8).

3.5.2. Copula: cop
Though nominal predication does not require a copula
in the present tense in Tatar, it employs an overt copula
in the past and future tenses. In UD, it is conventional
to treat a predicate noun as a head of a copula unlike
approaches of generative syntax that often puts a cop-
ula higher than the predicate noun. In this respect, too,
UD shares the formalism in common with LFG.

(9) min student ide-m
I student COP.PST-1SG

“I was a student”

мин студент идем

root

nsubj cop

Figure 3: Dependency parsing of (9).

3.5.3. Light Verb Construction: compound:lvc
A light verb is a verb that has little meaning by it-
self but forms a complex predicate with a noun which
serves as the semantic content. This complex predicate

construction is labeled as compound:lvc in UD’s de-
pendency annotation. In light verb constructions, the
verb is conventionally treated as the head of the noun
in UD. In Tatar, there are a number of light verb con-
structions, typically with a light verb it-, as exemplified
in sentence (10). The corresponding dependency is il-
lustrated in Figure 4.

(10) däres däwam it-te
class continuation do-PST.3
“The class continued”

дәрес дәвам итте

root

compound:lvc

nsubj

Figure 4: Dependency parsing of (10).

3.5.4. Grammaticalized Auxiliaries: aux
In Tatar, certain verbs following a converb are gram-
maticalized to lose their original lexical meaning and
gain a new functional role. As shown in the example
(11), the finite verb çıq- no longer retains its generic
meaning of going out, but denotes aspectual seman-
tics that implies the completion of the action expressed
by the preceding converb. In such a case, the depen-
dency relation between the converb and the finite verb
is marked as aux (auxiliary), where the head is the con-
verb. Therefore, the dependency tree of sentence (11)
should be as in Figure 5.

(11) ul kitap-nı uqı-p çıq-tı
he book-ACC read-CVB go.out-PST.3
“he read the book (finished reading the whole)”



FORM:
UPOS:
FEATS:

ул
PRON

Case=Nom
Number=Sing
Person=3

PronType=Prs

китапны
NOUN

Case=Acc
Number=Sing

укып
VERB

VerbForm=Conv

чыкты
AUX

Number=Sing
Person=3
Tense=Past

VerbForm=Fin

root

aux

nsubj

obj

Figure 5: Dependency parsing of (11).

Note that the canonical usage of converbs described in
Section 3.4 is represented by the dependency relation
advcl (adverbial clause). In this case, the converb is
the dependent of the main inflected verb, as illustrated
in sentence (12) and its dependency tree in Figure 6.

(12) ul kitap-nı uqı-p yoqla-dı
he book-ACC read-CVB sleep-PST.3
“He read the book and slept.”

ул китапны укып йоклады

root

advclobj

nsubj

Figure 6: Dependency parsing of (12).

3.6. Language Tags (LangID=)
The most innovative characteristic of NMCTT is that
it explicitly annotates language tags at a segment level
for each token in the MISC column of the CoNLL-U
format table. The idea of incorporating CS informa-
tion into UD has already been carried out in UD Hindi-
English HIENCS (Bhat et al., 2018) and UD Turkish-
German SAGT (Çetinoğlu, 2016). However, HIENCS
does not consider intra-word CS, and SAGT simply
tags the intra-word CS with the MIXED tag, agnostic of
what language codes are inside the token. UD Komi-
Zyrian Lattice (Partanen et al., 2018), a UD treebank of
another minority language of Russia, also explicitly an-
notates Russian words by specifying as OrigLang=ru,
but their CS segments are unclear. NMCTT differs
from these corpora by tagging each intra-word CS seg-
ment with a language code, allowing for more flexibil-
ity and expressiveness in the language tagging.
An example of segment-level language tagging in
NMCTT is shown in (13). Following SAGT, the seg-
mentation point is marked by the character § in the
element starting with CSPoint=. The breakdown of
the mixed languages is described in the brackets af-
ter MIXED. The same character § is used to show the
segments where the languages are switched, which

Language Count
Tatar (TT) 819

Russian (RU) 63
Mixed (MIXED) 71
Other (OTHER) 166

Table 6: Distribution of language tags in NMCTT for
each token.

corresponds to the segment described in CSPoint=.
Гыйбәтдинов (translit. Ğibätdinov) is a Tatar male
surname that consists of a Tatar-origin morpheme
Ğibätdin and a Russian-origin suffix -ov that derives a
Russified surname from a non-Russian surname ending
with a consonant. In the example, a dative case suffix
-qa, a Tatar morpheme, is added.

(13) CSPoint=Гыйбәтдин§ов§ка
LangID=MIXED[TT§RU§TT]

“To Gibatdinov”

The criteria for determining if a segment is considered
CS or is a loanword are outlined in Section 1.2. For
example, the Tatar word mömkin etymologically comes
from Arabic 	áº�

�Ü
�
Ø (mumkin), but the word is fossilized

in the Tatar vocabulary and also is pronounced in accor-
dance with the Tatar phonological paradigm, and thus
it is classified as a loanword and not a CS word.
The statistics of tokens for each language ID in
NMCTT is summarized in Table 6. Note that NMCTT
does not use the language label LANG3 used in SAGT.

4. Experiment: Language Identification
and Segmentation

To evaluate the usefulness of the proposed CS annota-
tion, we implement a simple character-level tagger that
jointly predicts language tags and span boundaries tak-
ing into account the corresponding POS tag. We test
it not only on the UD Tatar treebank but also on UD
Turkish-German SAGT (Çetinoğlu, 2016).
The Tatar training and test data contain 888 and 231 to-
kens, respectively. For the Turkish-German dataset, the
training data contains 10,005 tokens; we concatenated
the dev and test files to use them as the test data, com-
prising 26,929 tokens. Since the dataset of NMCTT is



too small to demonstrate the effects of POS tags statis-
tically, we employ SAGT to verify the results.

Note that the objective of this experiment is to verify
the effects of adding POS features in an explainable
manner, and not to pursue the state-of-the-art perfor-
mance of language identification and span prediction.

4.1. Task Description

The architecture of the span prediction and language
classification task is as follows. Given an input word
x that consists of characters ⟨c1, · · · , c|x|⟩, our objec-
tive is to correctly predict a pair of a language tag
yl{L1, L2, other} and a span tag ys ∈ {B, I, E, S} for
each character. (L1, L2) are the CS language pair, i.e.,
(Tatar, Russian) or (Turkish, German), and tokens in
other languages or punctuation fall in to “other”. B, I,
E denote the beginning, intermediate, and ending posi-
tion of a segment respectively, and S a single-character
segment. Prediction ŷ is taken to be correct only if
it matches both the corresponding language tag yl and
span tag ys. Therefore, there are 12 possible labels to
be predicted in the task.

To keep the labels consistent in tests on both NMCTT
and SAGT, label LangID=LANG3 used in SAGT (a third
language that is neither Turkish nor German) is con-
verted to “other” during the data formatting.

4.2. Language–Span Tagging with
Conditional Random Fields

The tagger is modeled with Conditional Random Fields
(CRFs) (Lafferty et al., 2001). To predict correct labels
y given a sequence of input x, the CRF model is de-
fined as

p(y|x) = 1

Z(x)
exp

{
K∑

k=1

λkfk(yt, yt−1,xt)

}
,

where Z(x) =
∑

y exp
{∑K

k=1 λkfk(yt, yt−1,xt)
}

is a normalization function to ensure the sum of p is
1, λk is a parameter vector, and {fk}Kk=1 is a set of
feature functions. The feature function f takes into ac-
count bigram features (transition) and unigram features
(observation/emission) by applying a function 1{q} that
returns 1 when the desired condition q is met, namely:

1{q} =

{
1 if q is true
0 otherwise.

K is the total number of features after combining tran-
sition features fij(y, y

′, x) = 1{y=i}1{y′=j} for each
transition (i, j) and observation features fio(y, y′, x) =
1{y=i}1{x=o} for each state-observation pair (i, o);

namely,
K∑

k=1

λkfk(yt, yt−1,xt)

=
∑
t

{∑
i,j

λijfij(yt, yt−1,xt)

+
∑
i,o

λiofio(yt, yt−1,xt)

}
.

One of the architectural strengths of CRFs is that we
can specify features that we want to include in the fea-
ture extraction function. The list of employed features
used as the default in the experiment their example val-
ues are illustrated in Table 7. For example, assuming
that we are looking at the first character “M” of the
word “Mars”, the extracted features will look like the
right column of the table. We used trigram features
to take neighboring characters into account as obser-
vation features. In doing so, it is possible to approxi-
mately model meaningful morphological units such as
affixes. In addition, character features such as letter
case, digit, and punctuation play a significant role in
predicting correct language and span tags. Though the
task is done at the character level, it is also possible to
include word-level information such as the word form,
word length, and its POS tag as a part of the obser-
vation features. In the ablation studies to confirm the
efficacy of adding POS tag information, the POS and
Word features (the last two rows in Table 7) are to be
omitted.
An intuitive motivation to include POS tag in the fea-
tures rather than morphology (FEAT) and dependency
(DEPREL) comes from the following two points. First,
since the number of POS tags is limited compared to
other grammatical features such as dependency and
morphology, we can assume that the effect of POS tags
is straightforward and is easier to interpret. Second, in-
tuitively, the distribution of tokens that undergo CS, at
least in Tatar, seems to depend on POS tags as illus-
trated in Table 4.
For the training step, we chose limited-memory BFGS
(Liu and Nocedal, 1989) as the parameter optimization
algorithm, and set the L1 and L2 regularization param-
eters to 0.25 and 0.3, respectively, and the max iteration
to 100. The evaluation is based on precision, recall, and
F1 scores, considering the fact that the class distribu-
tion is imbalanced as seen in Table 6.
The architecture for the experiment is implemented
on sklearn-crfsuite,8 a wrapper library of CRF-
suite (Okazaki, 2007) made to be compatible with
scikit-learn.

4.3. Results and Discussion
Tables 8 and 9 show the results with ablation studies of
the experiment. Note that all values are weighted av-
erage scores, and the F1 scores are not derived directly

8https://sklearn-crfsuite.readthedocs.io

https://sklearn-crfsuite.readthedocs.io


Feature Example value
Character "M"
Character +1 "a"
Character +2 "r"
Character -1 False
Character -2 False
Word-initial? True
Word-final? False
Word in titlecase? True
Character in uppercase? True
Punctuation? False
Number? False
Word length 4
POS "PROPN"
Word "Mars"

Table 7: An example of a feature table for the character
"M" in "Mars".

Features Precision Recall F1

Default 90.9 90.0 88.9
[-POS] 87.3 86.5 84.3
[-word] 86.4 86.5 84.9
[-POS, -word] 86.7 87.0 85.7

Table 8: Ablation study of features on NMCTT. Scores
are calculated at a character level.

from the precision and recall scores in the tables. In
both NMCTT and SAGT, the default architecture with
both POS and word form information resulted in the
highest values of precision, recall, and F1. Also, com-
pared to the model without the POS feature, we can see
that the model with the default feature set performs bet-
ter. However, it is notable that, though we expect mod-
els with POS features to be more accurate than ones
without POS, the [-word] model in NMCTT turned out
to work better than the [-POS, -word] model. This may
partially come from the scarcity of the available data
in NMCTT, as the scores are more susceptible to one
error. We aim to enhance the data size of the NMCTT
treebank in future releases.
These results imply that leveraging additional gram-
matical information available in UD potentially im-
proves the performance of the segmentation and lan-
guage classification task for both high- and low-
resource languages. Although the experiment did not
involve other features that can be extracted from UD’s
CoNLL-U format data, UD’s flexibility also allows
them to be incorporated in the features. This perspec-
tive is worth investigating further in future work. In
addition, the results also conform with the observation
in Table 4 in the previous section that the distribution
of CS tokens is related to that of POS tags.

5. Concluding Remarks
This study reported NMCTT’s contribution to UD and
discussed the treebank from two aspects. First, we out-

Features Precision Recall F1

Default 95.9 96.1 95.9
[-POS] 95.9 95.8 95.6
[-word] 94.6 94.7 94.6
[-POS, -word] 93.7 93.9 93.8

Table 9: Ablation study of features on SAGT. Scores
are calculated at a character level.

lined the new treebank focusing on the cross-linguistic
validity with the comparison to other Turkic UD tree-
banks. One of its important contributions is that it pro-
posed a way to annotate language labels at the CS seg-
ment level. Given the prevalence of CS, especially be-
tween low-resource languages and more prominent lan-
guages spoken in the same region, the proposed anno-
tation scheme can be further applied to other CS lan-
guages. Second, to evaluate quantitatively the benefits
of adding CS information at a morpheme level to the
UD annotation, we experimented the joint task of CS
segmentation and language identification on NMCTT
and SAGT using a simple CRF architecture. The re-
sults showed that POS tag information is likely to be
meaningful to intra-word language classification. This
also implies that combining other linguistic informa-
tion available on UD-format treebanks may contribute
to the improvement in performance of downstream
tasks related to CS.
NMCTT is still small in the UD v2.9 release; therefore,
it is necessary to enlarge the data for more reliable and
flexible applications. In addition, the evaluation was
experimented solely on two corpora due to the limited
quantities of available linguistic data. More active cor-
pus building for low-resource CS languages will en-
able more investigation into the (non-)universality of
this paper’s finding.
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Appendix: Glossing Abbreviations

1, 2, 3 — first, second, third person; ABL — ablative;
ACC — accusative; ADJVZ — adjectivizer; CAU —
causative; COP — copula; CVB — converb; DAT —
dative; IMPF — imperfective; INF — infinitive; LOC
— locative; PF — perfective; PST — past tense; PROG
— progressive; PRS — present tense; SG — singular.
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Manning, C. D., Pyysalo, S., Schuster, S., Tyers,
F., and Zeman, D. (2020). Universal Dependen-
cies v2: An evergrowing multilingual treebank col-
lection. In Proceedings of the 12th Language Re-
sources and Evaluation Conference, pages 4034–
4043, Marseille, France, May. European Language
Resources Association.

Okazaki, N. (2007). CRFsuite: a fast implementation
of Conditional Random Fields (CRFs).

https://github.com/UniversalDependencies/UD_Tagalog-Ugnayan
https://github.com/UniversalDependencies/UD_Tagalog-Ugnayan
https://github.com/UniversalDependencies/UD_Yakut-YKTDT
https://github.com/UniversalDependencies/UD_Yakut-YKTDT


Partanen, N., Blokland, R., Lim, K., Poibeau, T., and
Rießler, M. (2018). The first Komi-Zyrian Uni-
versal Dependencies treebanks. In Proceedings of
the Second Workshop on Universal Dependencies
(UDW 2018), pages 126–132, Brussels, Belgium,
November. Association for Computational Linguis-
tics.

Sabty, C., Mesabah, I., Çetinoğlu, Ö., and Abdennad-
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